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Loading the DataSet and viewing it

library(readxl)

## Warning: package 'readxl' was built under R version 4.1.3

df <- read\_excel("Cat1.xlsx")  
View(df)

1. Split the data set into 75% training set and 25% test set.

# 75% of the sample size is the Training set   
df\_t <- floor(0.75 \* nrow(df))  
  
#setting the seed  
set.seed(123)  
training <- sample(seq\_len(nrow(df)), size = df\_t)  
  
train <- df[training, ]  
test <- df[-training, ]

## Least squares

1. Fit a linear model using least squares on the training set, and report the test error obtained.

library(caret)

## Warning: package 'caret' was built under R version 4.1.3

## Loading required package: ggplot2

## Loading required package: lattice

library(tidyverse)

## Warning: package 'tidyverse' was built under R version 4.1.3

## -- Attaching packages --------------------------------------- tidyverse 1.3.1 --

## v tibble 3.1.2 v dplyr 1.0.7  
## v tidyr 1.1.3 v stringr 1.4.0  
## v readr 2.1.2 v forcats 0.5.1  
## v purrr 0.3.4

## Warning: package 'readr' was built under R version 4.1.3

## Warning: package 'forcats' was built under R version 4.1.3

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()  
## x purrr::lift() masks caret::lift()

library(glmnet)

## Warning: package 'glmnet' was built under R version 4.1.3

## Loading required package: Matrix

##   
## Attaching package: 'Matrix'

## The following objects are masked from 'package:tidyr':  
##   
## expand, pack, unpack

## Loaded glmnet 4.1-3

library(dplyr)

model = lm(Response~., data = train)  
  
summary(model)

##   
## Call:  
## lm(formula = Response ~ ., data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -38.861 -7.204 0.419 7.927 24.937   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -413.2188 35.1070 -11.770 < 2e-16 \*\*\*  
## Var1 26.6378 0.4928 54.049 < 2e-16 \*\*\*  
## Var2 -6.1812 1.2884 -4.797 1.91e-06 \*\*\*  
## Var3 4.7253 1.0729 4.404 1.20e-05 \*\*\*  
## Var4 4.3928 1.1677 3.762 0.000181 \*\*\*  
## Var5 -4.3347 0.6446 -6.724 3.34e-11 \*\*\*  
## Var6 8.6981 1.2887 6.750 2.83e-11 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 9.369 on 807 degrees of freedom  
## Multiple R-squared: 0.9918, Adjusted R-squared: 0.9917   
## F-statistic: 1.626e+04 on 6 and 807 DF, p-value: < 2.2e-16

#Fitting training Model on the test set  
lm\_pred=predict(model,new=test)  
  
#Calculating Accuracy   
LSE=mean((test$Response-lm\_pred)^2)  
  
#Print  
print(LSE)

## [1] 99.11668

The Test error of the linear model fit is 99.116668

1. Fit a ridge regression model on the training set, with λ chosen by cross-validation. Report the test error obtained.

set.seed(1)  
  
#Matrices  
train\_mat = model.matrix(Response~., data = train)  
test\_mat = model.matrix(Response~., data = test)  
  
#Choose the lambda using cross-validation  
  
cv = cv.glmnet(train\_mat, train$Response, alpha=0)  
plot(cv)
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lam = cv$lambda.min  
  
lam

## [1] 10.24674

#Fitting the ridge regression  
  
ridge\_mod = glmnet(train\_mat,train$Response, alpha =0)  
  
#Make Predictions   
ridge\_pred = predict(ridge\_mod, s=lam,newx = test\_mat)  
  
#Calculating test error  
mean((ridge\_pred - test$Response)^2)

## [1] 224.7245

The test error of the ridge regression fit with lambda chosen by cross-validation is 224.7245, which is higher that the linear model error.

1. Fit a lasso model on the training set, with λ chosen by cross validation. Report the test error obtained, along with the number of non-zero coefficient estimates.

#Choosing the lambda to be used for the cross-validation   
  
set.seed(1)  
  
cv2 = cv.glmnet(train\_mat, train$Response, alpha=1)  
  
plot(cv2)

![](data:image/png;base64,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)

lam2 = cv2$lambda.min  
lam2

## [1] 0.5597055

#Fitting the Lasso model  
  
lasso = glmnet(train\_mat, train$Response, alpha =1)  
  
lasso\_1= predict(lasso, s=lam2, newx=test\_mat)  
  
mean((lasso\_1 - test$Response)^2)

## [1] 106.7259

The test error of the lasso model fit with a lambda chosen by cross-validation is 106.7259. This error is between the least square error slightly higher but lower than the ridge regression error.

1. Comment on the results obtained. How accurately can we predict the response variable? Is there much difference among the test errors resulting from these three approaches? Present and discuss results for the approaches

The Model performance are as follows i) Linear Model using least square error is 99.11668 ii) Ridge Regression with lambda chosen by cross-validation is 224.7245 iii) Lasso model with lambda chosen by cross validation is 106.7259

Therefore lasso model performs the best, while ridge regression model performs the worst.